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I. Executive Summary

The coronavirus disease 2019 (COVID-19) pandemic resulted in an explosion of remote learning, which was accompanied by the increased use of online monitoring software. Student activity monitoring tools may use artificial intelligence and algorithmic systems to “provide teachers and schools with the ability to filter web content, monitor students’ search engine queries and browsing history, view students’ email, messaging, and social media content, view the contents of their screens in real-time, and [use] other monitoring functionality,”† to track student activity. Some 81% of teachers in a recent survey indicated that their schools now use at least one type of monitoring software.²

Although there are potentially valuable uses of this software, studies have revealed numerous harmful consequences of student surveillance programs that may adversely impact vulnerable populations. Coupled with the increase in usage of these tools among school districts across the country, these findings raise concerns that student activity monitoring software could perpetuate racial and discriminatory biases. In October 2021, Senators Warren and Markey opened an investigation of this online student activity monitoring software, sending letters to four educational technology companies seeking information about the steps each company is taking to ensure the utility of its products and to mitigate discriminatory bias and other potential harms on students.³

This report, which contains the results of the investigation, identifies four key findings from the companies’ responses:

- **Student activity monitoring software may be misused for disciplinary purposes and result in increased contact with law enforcement.** While the software companies claim that their products are not intended to be used for disciplinary purposes, a survey of teachers found that 43% reported that their schools are using these tools to identify violations of discipline policies.⁴ Moreover, as indicated by the companies’ responses, the design of these products and activity monitoring outside of school hours intentionally increases the likelihood of student contact with law enforcement. Several of the companies indicated that in certain cases, flagged activities will result in immediate contact of “law enforcement and/or [the National Center for Missing and Exploited Children],”⁵ or “police dispatch for a wellness check.”⁶ Other companies indicated that some districts opt into immediate contact of law enforcement — either when it is “the only option available”⁷ or when they “prefer that we contact public safety agencies directly in lieu of a district contact.”⁸ These products may be exacerbating the school-to-prison pipeline by increasing the involvement of law enforcement with students.

- **Companies have not taken any steps to determine whether student activity monitoring software disproportionately targets students from marginalized groups, leaving schools in the dark.** Data have long indicated that students from marginalized groups, particularly students of color, face disparities in discipline, and more recent studies indicate that algorithms are more likely to flag language used by people of color and LGBTQ+ students as problematic.⁹ However, none of the companies have analyzed their algorithms for bias or even track whether their products over- or under-identify different groups of students, or whether their products are disproportionately targeting students of color, LGBTQ+ students.¹⁰

- **Schools, parents, and communities are not being appropriately informed of the use — and potential misuse — of the data.** Three of the four monitoring software companies indicated that they do not directly alert students and guardians of their surveillance.¹¹ Instead, parents and students are forced to rely on school districts’ common practices of issuing broad notices stating that devices or networks are monitored or that users have “no reasonable expectation of privacy,” which do not provide adequate information to families about the privacy risks from these software monitoring products.¹²
II. Introduction

As the COVID-19 pandemic forced schools into remote learning in early 2020, many school districts began to purchase new technologies to support a remote learning environment. Many plan to continue to use these technologies post-pandemic, driven at least in part by increasing pressure to adopt new surveillance technologies as part of school security efforts. Several educational technology companies have taken advantage of this pressure by marketing student activity monitoring software—which includes artificial intelligence and algorithmic systems to track students’ online activity—as a tool to keep students safe. Gaggle describes its software as “the most proactive tool in digital student safety,” while Securly promises that its “end-to-end solutions platform helps K-12 schools safeguard students, empower educators, and do more than they ever thought possible.” GoGuardian makes similar claims, offering products that will allow schools to “unify [their] filtering, classroom engagement, and school mental health tools into a single suite.” Gaggle and Bark for Schools even promote their products as tools that “save[s] student lives.”

While the intent of these products, many of which monitor students’ online activity around the clock, may be to protect student safety, they raise significant privacy and equity concerns. Studies have highlighted unintended but harmful consequences of student activity monitoring software that fall disproportionately on vulnerable populations: artificial intelligence and algorithmic systems frequently mischaracterize students’ activity and flag harmless activity as a “threat,” and students from minority or marginalized communities, including students of color and LGBTQ+ students, are far more likely to be flagged. Research has shown that language processing algorithms are less successful at analyzing the language of people of color, especially African American dialects.
increases the likelihood that Black students and other students of color will be inappropriately flagged for dangerous activity.\textsuperscript{22}

Student monitoring software is often included in a suite or package that may include filtering software that also has disproportionate impacts on marginalized groups. According to mental health advocates and experts, \textit{LGBTQ+ students largely prefer to seek help online},\textsuperscript{23} and these monitoring tools’ website filtering features frequently prevent them from accessing the health information they seek\textsuperscript{24} by flagging words and phrases related to sexual orientation.\textsuperscript{25} The impacts of these shortcomings range from disproportionate disciplinary rates of LGBTQ+ students to unintentional outing of LGBTQ+ students to parents and other adults.\textsuperscript{26}

In March 2021, a student newspaper in Minnesota reported that, as a result of flagged activity by Gaggle, school administrators outed a student to their parents without first talking to or alerting the student.\textsuperscript{27}

In response to these concerns, Senators Warren and Markey wrote in October 2021 to four educational technology companies – Gaggle.net, Bark Technologies, GoGuardian, and Securly Inc. – regarding their student activity monitoring software products that use artificial intelligence (AI) and algorithmic systems to monitor students’ online activity.\textsuperscript{28} In the letters, the Senators questioned whether these products were surveilling students inappropriately, compounding racial disparities in school discipline, and draining resources from more effective student supports. The Senators expressed concern that the student activity monitoring software provided by these companies extends far beyond the requirement in federal laws to restrict online activity to protect children from exploitation and abuse. All four of these companies responded to the information request, and this report contains a summary of the findings from these responses.

### III. Findings

#### A. Student activity monitoring software may be misused for disciplinary purposes and may result in increased contact with law enforcement, including outside of school hours.

A recent analysis by the Center for Democracy and Technology (CDT) found that a majority of teachers and 61\% of parents agree that “student online activity monitoring could bring long-term harm to students if it is used to discipline them or is shared and used out of context.”\textsuperscript{29} Gaggle and GoGuardian both explicitly stated that their products were not intended to be used for discipline or punitive purposes, including to provide disciplinary recommendations.\textsuperscript{30} However, CDT found that 43\% of teachers report that these tools are currently used to identify violations of disciplinary policy.\textsuperscript{31} Research has shown that language processing algorithms are less successful at analyzing language of people of color,\textsuperscript{32} increasing the likelihood that students of color are inappropriately flagged for dangerous activity – and ultimately disciplined at higher rates.\textsuperscript{33} A school district in Alabama, after beginning to use a social media scanning platform to investigate student accounts, expelled 14 students,\textsuperscript{34} 12 of whom were Black students, though only 40\% of the total student population is Black.\textsuperscript{35} Similarly, one report by Bloomberg highlighted how some schools were monitoring students’ online activity for violations of school policies, with one administrator noting that students may be placed in a “penalty box” without access to most online resources for up to an entire semester.\textsuperscript{36} School disciplinary measures have a long history of targeting students of color,\textsuperscript{37} and these products may contribute to those biases.

Further, the nature of these products, which in many cases monitor student activity around the clock, allows educators and administrators to track and identify behaviors that may
result in disciplinary action or referrals to law enforcement, even if they occur outside of schools and during non-traditional school hours. GoGuardian's Admin program has an “Out of School Mode,” but the company reported that only 33% of schools use that mode.  

GoGuardian's Beacon product does not offer an “Out of School Mode,” and it continuously monitors activity as long as the student is signed into a school-managed account. The company reported that the majority of alerts are flagged outside of school hours, with the peak volume alert around 5:00-6:00 pm.

Content that is flagged outside of school hours often bypasses school administrators who are unable to respond to flagged activity 24/7. Bark and Gaggle explained that, when an issue is flagged as “imminent,” the company will attempt to contact school administrators or district-appointed emergency contacts. But if those contacts do not reply, the company will immediately contact “law enforcement and/or [the National Center for Missing and Exploited Children],” or “police dispatch for a wellness check.” Other companies, including Bark and Securly, stated that some districts opt into immediate contact of law enforcement – either when they deem that doing so is “the only option available” or when “districts prefer that we contact public safety agencies directly in lieu of a district contact.”

Even more troubling, the companies did not provide information on how many law enforcement contacts their products have triggered, and school districts do not publicly disclose this information, making it impossible to know how many students have interacted with law enforcement as a result of student activity monitoring software. During a recent survey, CDT found that the majority of parents are very or somewhat concerned about student data being shared with law enforcement: “When asked about student data being shared with law enforcement, 61 percent of parents expressed that they were very or somewhat concerned; disaggregated by race, 69 percent of Black parents, 54 percent of Hispanic parents, and 62 percent of white parents expressed these concerns.”

This direct contact with law enforcement, and a reliance on tools that increase the use of law enforcement in school discipline and safety practices is concerning: the presence of law enforcement in schools and school police officers have been linked to increased arrests for noncriminal behavior, exacerbating the school-to-prison pipeline. School police officers, or school resource officers, are “sworn law-enforcement officers with arrest powers” that work in school settings, and the vast majority are armed. Baltimore City schools use the GoGuardian software, and a Baltimore City Councilperson, Ryan Dorsey, tweeted that the school district “monitors students’ Chrome books for keyword searches indicating interest in self-harm, and then sends police – not qualified professionals – to intervene.” During the school day, GoGuardian alerts are sent to school-based clinicians, but are monitored by school police resource officers during after-school hours, weekends, and holidays. Reports confirm that the city’s use of GoGuardian software has resulted in police being sent to children’s homes in response to their use of flagged keywords. As of October 2021, GoGuardian had sent 786 alerts from the company’s Beacon product, and school police had been sent to students’ homes a dozen times.

Surveillance outside of school hours is most likely to affect low-income students, who are more reliant on school-issued devices with these products already installed and less likely to be able to evade constant surveillance through the use of personal devices. GoGuardian explained that, “on personal devices owned by the student or family, the student and/or parent has the ability to disable Admin or Beacon by signing out of..."
the school-managed account."\textsuperscript{53} Securly similarly stated that “schools deploy these tools only on school devices, school email systems, and school document systems.”\textsuperscript{54} One school district even offers a “lease to own” program for school devices, allowing families who purchase a school device to turn off the monitoring software outside of school hours – but this is an opportunity only available to those who can afford to purchase a device.\textsuperscript{55} As a result, students without access to personal devices – and the ability to disable these monitoring products – will be monitored at higher rates than students with access to personal devices.

B. Companies have not taken any steps to determine whether student activity monitoring software disproportionately threatens students from marginalized groups, leaving schools in the dark.

Despite evidence that students from marginalized groups, particularly students of color, face disparities in discipline, the software companies do not track the impact of their products by race and ethnicity,\textsuperscript{56} meaning that they have no way of identifying or rectifying adverse impacts. In one response, Bark acknowledged the history of bias in school discipline issues, while asserting – without evidence – that its product has “substantially less bias than school personnel.”\textsuperscript{57} Similarly, the companies indicated that they are unable to identify these occurrences or determine whether LGBTQ+ students are disproportionately affected by their products. \textbf{Indeed, all four companies stated that they are unable to track disparate impacts of their products.}

All four companies cited privacy concerns as reasons they are not conducting studies on the bias or potential harmful effects of their products.\textsuperscript{58} GoGuardian stated, “To protect the privacy of students, Admin and Beacon do not collect student-level demographic data.”\textsuperscript{59} The company continued, “Because the products are designed to collect minimal [personally identifiable information], GoGuardian cannot currently perform rigorous and precise analyses of algorithmic biases related to any student-level demographic or socio-economic data.”\textsuperscript{60} Similarly, Bark stated, “Because we do not collect any student sexual identity or preference information, we cannot analyze results by protected class.” Securly similarly explained, “We do not collect data on student’s race, ethnicity, or sexual orientation and therefore do not have access to information on how many flagged incidents come from students of color and/or LGBTQ+ students.”\textsuperscript{61} And in response to the question regarding how the company tracks disproportionate effects on students in a protected class, the company replied, “We do not track that information.”\textsuperscript{62} Finally, while Gaggle’s CEO recently stated, “We’re doing everything we can to make sure that we don’t have any bias in our algorithms and our decision-making,”\textsuperscript{63} the company’s response indicated that the company is unable to track disparate impacts on marginalized students, stating, “We have no context or background on students when we first identify potential issues, ensuring that all students get the support they need – regardless of demographic factors like race, income level, or sexual orientation.”\textsuperscript{64}

But these excuses for the companies’ failure do not make sense. Per their responses, all four of these companies are already collecting extremely sensitive personally identifiable information about students (e.g. whether a student is considering self-harm), so they could easily pair that sensitive information with student demographics to better understand if their product is inflicting disproportionate harm on students.\textsuperscript{65} Moreover, in order for them to monitor student activity on behalf of school districts, school districts must maintain direct control of this information, which is typically accomplished through a data sharing agreement. Companies could add a limited set of student demographic variables like race and income to this agreement, and this information by comparison is less sensitive than some of the information these companies already collect.
Additionally, the companies would not need to retain individual-level student demographics as nearly all of the companies described their processes for training the artificial intelligence and processing systems, which involve collecting and de-identifying personally identifiable data. The companies explicitly stated that they use aggregated or de-identified data to train their products. The same process of collecting aggregated data that includes student demographics and removing identifying information could also be used to study the disparate effects of these surveillance products on students in protected classes, either for all students using the product or for a representative sample.

Nonetheless, the companies claim that they are unable to collect and use data to evaluate the bias of their products. This refusal to examine whether their algorithms reflect racial and societal biases ensures that schools and families will remain in the dark about any disproportionate impacts of surveillance on different protected groups of students. Recent studies indicate that algorithms are more likely to flag language used by people of color and LGBTQ+ students as problematic. One study found that popular AI models were one-and-a-half times more likely to label tweets written by African Americans as offensive and twice as likely to flag tweets written in African American English. Another study examined racial bias in hate speech detection datasets, and found similar evidence of racial bias against Black speech.

C. Schools, parents, and communities are not being appropriately informed of the use – and potential misuse – of students’ data.

Many schools rely on these software monitoring products, installing them on all school-issued devices and accounts, while failing to adequately communicate to parents and students the extent of the products’ capabilities and the potential harm they may cause. One in four parents surveyed by the CDT report that they are “not sure” if their school uses monitoring software. This suggests that school districts’ common practice of issuing broad notices stating that devices or networks are monitored or that users have “no reasonable expectation of privacy” is not providing adequate information to families about the privacy risks from the software monitoring products they use.

Three of the four software monitoring companies indicated that they do not directly alert students and guardians of their surveillance. Bark stated that it “encourage[s] schools to be fully transparent with students and their parents about the usage of [its] products”; Gaggle stated that it “makes available to schools and school districts the information that they need to provide sufficient notice to parents”; and Securly stated it “provides a parent kit to all districts,” “strongly encourage[s] these districts to send these kits to parents at the beginning of each school year,” and “posts privacy policies, terms of use, and related materials to its website that outline how [the company] processes data among other things.” Bark and Securly also cited an inability to dictate how schools communicate with their students and parents and an indirect relationship with parents and students to justify their approaches.

GoGuardian was the only company that affirmatively indicates when the technology is deployed and active on a device, via a GoGuardian Shield icon that appears in the device’s toolbar. GoGuardian also reported employing a session indicator that persistently appears on the browser window of school-managed devices, accounts, and networks to remind users that the device, account, or network is being monitored. Like other companies, GoGuardian also provides schools with template parent letters that encourage schools to send technology acceptable use agreements to parents and students, and has a privacy and trust resource center available on their website.

Students also expressed limited awareness of potential privacy implications around the use of this technology – and those that were
aware indicated that they are self-censoring in response.\textsuperscript{80} Fifty eight percent of students surveyed agreed with the statement, “I do not share my true thoughts or ideas because I know what I do online is being monitored.”\textsuperscript{81} And 80 percent of students reported being “more careful about what I search online when I know what I do online is being monitored.”\textsuperscript{82} When discussing his school’s use of GoGuardian, one student stated, “I know everything I type into Google Docs is being sent to an algorithm to see if I have suicidal tendencies, so I have to rethink what I’m doing.”\textsuperscript{83} These findings raise concerns that students may be hesitant to search and access important online resources, including those related to mental health, if they are fearful that searches will result in flagged activity and, potentially, disciplinary action or other unintended consequences.\textsuperscript{84}

Further, when asked if families are able to opt out of online monitoring, all four companies stated that the decision is up to school districts, who are able to implement opt-out policies at their discretion.\textsuperscript{85} This is aligned with the companies’ largely hands-off approaches to family communication. Overall, beyond publicly available or vague guidance, the companies do not have specific communication plans or requirements for school districts that use their software to inform students and their families about their use – and potential misuse – of student data.

D. Regulatory and legal gaps exacerbate the risks of student activity monitoring software.

School districts’ intent in using student monitoring software to promote student safety is important.\textsuperscript{86} However, as this report has highlighted, there are significant concerns regarding the use – and potential misuse – of student data and a lack of clear communication between schools and families. These risks show the need for increased coordination between federal agencies to protect student safety and privacy.

The Family Educational Rights and Privacy Act (FERPA) protects the privacy of student education records, such as grades, transcripts, and contact information.\textsuperscript{87} However, student data such as browsing history and online activity may not be covered by this protection. There is currently no federal law designed to comprehensively protect students’ online privacy.

Many education agencies purport to use student activity monitoring software as a compliance tool for the Children’s Internet Protection Act (CIPA).\textsuperscript{88} CIPA was intended to address concerns about children’s access to obscene or harmful content over the Internet, and requires schools and libraries that receive federal funding to filter and monitor online activity to prevent children from accessing “visual depictions” that are constitutionally obscene, child pornography, or “harmful to minors.”\textsuperscript{89} CIPA is implemented by the Federal Communications Commission (FCC), which establishes rules for districts regarding what filtering and monitoring activity is necessary and appropriate.

However, these rules are not designed to address the myriad risks posed by student monitoring software, and the software’s data collection is used for purposes that extend well beyond CIPA. For example, Securly indicated that “Congress’ direction for always-on monitoring of school computers for harmful materials helps to protect students,”\textsuperscript{90} though it is important to note that there is no language in CIPA that requires “always-on” monitoring. The company then states, “Securly’s Filter product provides the traditional web filtering required by CIPA, but this is just a portion of the services that Securly offers to help schools protect students.”\textsuperscript{91} The company explained that its other surveillance programs, including Auditor and 24, are offered “not as CIPA compliance solutions but rather as tools that help schools monitor for indicators that could signal these behaviors,” such as signs of anxiety or depression.\textsuperscript{92} Because of the lack of clarity in the definition of “monitoring the online
activities" and an absence of regulations to prevent these products’ unintended consequences, school districts believe that constant monitoring of student activity is required by CIPA, when in fact it goes well beyond the original purpose of the law.

In addition, the lack of information regarding potential biases and disproportionate impacts on marginalized student groups raises concerns that student activity monitoring software could interfere with students’ civil rights. Title IV of the Civil Rights Act of 1964 prohibits discrimination based on race, color, and national origin, and Title IX of the Education Amendments of 1972 prohibits sex discrimination in educational institutions, including discrimination based on sexual orientation and gender identity. Both statutes also protect students from policies or practices that may have disparate impacts on students due to their race, sex, or gender identities. If student surveillance products lead to disproportionate discipline and increased contact with law enforcement for students of color and LGBTQ+ students, then they may violate schools’ obligations of equal access to education for these student groups.

IV. Recommendations

Absent federal action, these surveillance products may continue to put students’ civil rights, safety, and privacy at risk. Given these risks, the federal government should seek methods to track the potential impacts of student surveillance technology on students in protected classes, clarify the definition of “monitoring the online activities” as mentioned in CIPA, and work to ensure that products used by schools maintain student safety and privacy.

First, the FCC should issue new guidance related to CIPA compliance. The FCC has issued guidance twice since the passage of CIPA, in 2001 and 2011, but has yet to provide clarification regarding “monitoring the online activities.”

Defining this term will better inform school districts by providing them with increased clarification regarding CIPA, including what type of monitoring or filtering is required by the law, risks that schools should consider when using student activity monitoring software, and appropriate communication with parents and families.

Second, the Department of Education (ED) should require local education agencies to track the potential impacts of these tools on students in protected classes. ED already uses existing surveys, such as the Civil Rights Data Collection, to identify disproportionate rates of discipline for students of color and students with disabilities. Similarly, it should collect data on the use of student activity monitoring tools for disciplinary purposes and other disparate effects. Proposed Civil Rights Data Collection questions this year will already collect data on remote learning. As school districts emerge from the pandemic and re-examine the use of remote learning tools, including student activity monitoring software, the addition of questions related to potential biases and harmful effects of student activity monitoring software would provide meaningful insight into privacy and equity implications these tools have on students.

Finally, companies that provide student activity monitoring software should use de-identified demographic data to examine the impact of their algorithms on protected classes of students and transparently share the results. This data would better inform schools and families of the risks and benefits of these products and allow the companies to continually refine their products to ensure that they protect students’ safety and civil rights.
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